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Abstract — The mixed-radix representation of a residue number with respect to $n$ moduli can be computed in $O(n^2)$ arithmetic operations. We present a new algorithm based on the partitioning of the moduli set into $q$ disjoint subsets, such that the product of the moduli in each subset is less than the largest positive integer representable by the computer. We show that the new algorithm requires less than $O(n^2)$ arithmetic steps whenever the number of subsets is strictly less than $n$. In case the partitioning produces equal-size subsets and $q = \sqrt{n}$, only $O(n^{1.5})$ arithmetic steps are required. Experiments performed on a scientific workstation indicate significant speedup even for small values of $n$.

1. INTRODUCTION

Since addition, subtraction and multiplication can be performed without carry propagation, residue number systems (RNS) have advantages over weighted number systems for doing arithmetic on large integers and for implementing digital signal processing algorithms [1]. Residue arithmetic is also used to find exact solutions of linear equations with integer and rational coefficients. The reader is referred to the papers [2–6] and the books [7–10] for details on this technique which is especially useful when the matrix of the coefficients is ill-conditioned.

A drawback of RNS, however, is that a number represented in residue notation does not have magnitude information and, thus, should be converted to a weighted number system to extract this information. The conversion techniques from a residue notation to a weighted notation, and vice versa, are needed in almost all applications employing residue arithmetic. For example, in hardware implementations of signal processing algorithms, the input and output signals are usually in analog form; thus the numbers have to be represented in a weighted notation before converting to analog. For software implementation of RNS algorithms, the sign detection and magnitude comparison operations require that the numbers be converted to a weighted notation.

The conversion from a weighted representation to a residue representation is achieved by concurrent application of integer division operations, a very simple and efficient process. The conversion from a residue notation to a weighted notation is, however, not that simple. The methods for this conversion are based on two different constructive proofs of the Chinese Remainder Theorem. In the first case, the number is converted to a single-radix weighted number system; in the second case, it is converted to a mixed-radix weighted number system [7]. The mixed-radix conversion algorithm given in the book by Szabo and Tanaka [11] is attributed to Garner [12] (see [7, 8]). Henceforth, we refer to this algorithm as the Garner Algorithm.

We define $W$ as the largest positive integer which can be operated on by the arithmetic unit of the computer. When each of the moduli is less than $W$, Garner’s algorithm requires $O(n^2)$ arithmetic steps [8]. However, with the emergence of 32-bit and 64-bit microprocessors and numeric coprocessors, which are capable of operating on integers as large as $2^{64}$, it is more likely

*An earlier version of this article was presented in the IEEE International Conference on Computer Design: VLSI in Computers and Processors, Cambridge, Massachusetts, October 2–4, 1989.
that $W$ is significantly larger than each of the moduli; therefore, Garner's algorithm does not fully utilize the arithmetic unit of the computer. Here we present a new algorithm based on the partitioning of the coefficient matrix when the mixed-radix conversion problem is cast as a set of linear congruent equations. Equivalently, the new algorithm makes use of the partitioning of the moduli set into disjoint subsets, such that the product of the moduli in each subset is less than $W$. We show that, when there is a nontrivial partitioning (i.e., the number of disjoint subsets is strictly less than $n$), the algorithm requires less than $O(n^2)$ arithmetic operations.

This paper is organized as follows: in Section 2, we give the Garner Algorithm and show that it requires $O(n^2)$ arithmetic operations. In Section 3, we present the improved Garner Algorithm, which converts a large mixed-radix conversion problem into several mixed-radix problems of smaller size. We prove that the partitioning approach yields an algorithm which requires $O(n^{1.5})$ arithmetic operations when the moduli set partitions into equal-size subsets and $q = \sqrt{n}$. In Section 4, we give some examples of the partitioning process and briefly summarize experiments performed on a scientific workstation which uses 32-bit binary integer representation. Finally, in Section 5, we discuss the issues regarding a practical implementation of this algorithm and present a simple partitioning strategy.

2. THE GARNER ALGORITHM

We are given:

- the moduli set $\{m_1, m_2, \ldots, m_n\}$, consisting of $n$ pairwise relatively prime numbers, and
- the residues of a weighted number $u$ with respect to each modulus

$$u_i = u \pmod{m_i}, \quad \text{for} \quad 1 \leq i \leq n.$$

The number $u$ then can be computed using Garner's algorithm as follows:

Step 1. Compute the constants $c_{ij}$ for $1 \leq i < j \leq n$, where

$$c_{ij} m_i = 1 \pmod{m_j}.$$

Step 2. Compute

$$v_1 = u \pmod{m_1},$$

$$v_2 = (u_2 - u_1) c_{12} \pmod{m_2},$$

$$v_3 = ((u_3 - u_1) c_{13} - v_2) c_{23} \pmod{m_3},$$

$$\vdots$$

$$v_n = (\cdots ((u_n - u_1) c_{1n} - v_2) c_{2n} - \cdots - v_{n-1}) c_{n-1,n} \pmod{m_n}.$$

Thus, the number $u$ given in residue representation $(u_1, u_2, \ldots, u_n)$ now can be represented in mixed-radix notation as $(v_1, v_2, \ldots, v_n)$. This representation of $u$ has magnitude information, since

$$u = v_1 + v_2 m_1 + v_3 m_1 m_2 + \cdots + v_n m_1 m_2 \cdots m_{n-1}.$$  \hspace{1cm} (1)

The constants $c_{ij}$ are the multiplicative inverses of $m_i$ modulo $m_j$, for all $1 \leq i < j \leq n$, and can be computed using Euclid's algorithm (see [7, 8]). We denote the operation to find the multiplicative inverse of $a$ modulo $b$ by $\text{INVERSE}(a, b)$.

For the timing analysis of the algorithms on a single processor machine, we assume the following:

- an arithmetic operation ($\in \{+,-,\times\}$) on numbers less than $W$ taking 1 unit time, defined as 1 arithmetic step,
- for operations on numbers larger than $W$, we implement a multi-precision arithmetic.
Thus, we see that according to this model:

1. If \( a, b < W \), then Euclid's algorithm requires \( O(\log W) \) arithmetic operations to compute the multiplicative inverse of \( a \) modulo \( b \). Since \( W \) is independent of \( n \), we assume the computation of \( \text{INVERSE}(a, b) \) on single-precision numbers \( a \) and \( b \) requires \( O(1) \) arithmetic operations.

2. If \( a, b < W \), then \( a \mod b \) can be computed in \( O(1) \) time since it can be achieved by a division operation.

3. If \( v_i, m_i < W \), for \( 1 \leq i \leq n \), then the application of Horner's algorithm to compute single-radix representation of \( u \) requires \( O(n^2) \) arithmetic steps using multi-precision arithmetic [8].

   We define \( V_{ij} \) for \( 0 \leq i < j \leq n \), such that \( V_{0j} = u_j \) for \( 1 \leq j \leq n \), and \( V_{i-1,i} = v_i \) for \( 1 \leq i \leq n \). \( V_{ij} \), for \( 1 \leq i < j \leq n \), are the temporary values of \( v_j \) resulting from the operations in Step 2. This way, we build a lower triangular table of values with diagonal entries \( v_i = V_{i-1,i} \), for \( 2 \leq i \leq n \). The entries of this table are named the multiplied differences [8]. For \( n = 4 \), it can be given as follows:

\[
\begin{align*}
V_{12} &= (V_{13} - V_{01}) c_{12} \pmod{m_2} \\
V_{13} &= (V_{14} - V_{02}) c_{13} \pmod{m_3} \\
V_{14} &= (V_{04} - V_{04}) c_{14} \pmod{m_4} \\
V_{23} &= (V_{24} - V_{12}) c_{23} \pmod{m_3} \\
V_{24} &= (V_{14} - V_{12}) c_{24} \pmod{m_4} \\
V_{34} &= (V_{24} - V_{23}) c_{34} \pmod{m_4}
\end{align*}
\]

The following procedure computes all \( V_{ij} \), for \( 1 \leq i < j \leq n \).

```plaintext
PROCEDURE GARNER(\( u_i, m_i \); \( 1 \leq i \leq n \))
FOR \( j = 1 \) TO \( n \) DO
BEGIN
\( V_{0j} = u_j \)
END FOR
FOR \( i = 1 \) TO \( n - 1 \) DO
BEGIN
FOR \( j = i + 1 \) TO \( n \) DO
BEGIN
\( c_{ij} = \text{INVERSE}(m_i, m_j) \)
\( V_{ij} = (V_{i-1,j} - V_{i-1,i}) c_{ij} \pmod{m_j} \)
END FOR
END FOR
FOR \( i = 1 \) TO \( n \) DO
BEGIN
\( v_i = V_{i-1,i} \)
END FOR
END PROCEDURE
```

**Theorem 1.** Given the moduli \( m_1, m_2, \ldots, m_n \) and the remainders \( u_1, u_2, \ldots, u_n \), such that \( m_i < W \), for \( 1 \leq i \leq n \), the mixed-radix number representation \( (v_1, v_2, \ldots, v_n) \) of \( u \) can be computed in \( O(n^2) \) arithmetic steps with Garner's algorithm.

**Proof.** Garner's algorithm computes the terms \( V_{ij} \), for \( 1 \leq i < j \leq n \), by performing the following operations on single-precision operands:

\[
\begin{align*}
c_{ij} &= \text{INVERSE}(m_i, m_j), \\
V_{ij} &= (V_{i-1,j} - V_{i-1,i}) c_{ij} \pmod{m_j}.
\end{align*}
\]

There are exactly \( n(n-1)/2 \) entries in the table. Each entry is computed using \( O(1) \) arithmetic operations: \( \text{INVERSE} \), subtraction and multiplication on single-precision numbers. Thus, the total number of arithmetic operations required for the computation of multiplied differences by Garner's algorithm is \( O(n^2) \).
3. THE IMPROVED GARNER ALGORITHM

In this section, we formulate the mixed-radix conversion problem as a system of linear congruence equations and show that it can be partitioned into smaller size mixed-radix conversion problems and some additional arithmetic operations.

Recall equation (1)

\[ u = v_1 + v_2 m_1 + v_3 m_1 m_2 + \cdots + v_n m_1 m_2 \cdots m_{n-1}. \]

Coefficients \( v_i \), for \( 1 \leq i \leq n \), can be obtained by solving

\[
\begin{align*}
  v_1 & = u_1 \pmod{m_1} \\
  v_1 + v_2 m_1 & = u_2 \pmod{m_2} \\
  v_1 + v_2 m_1 + v_3 m_1 m_2 & = u_3 \pmod{m_3} \\
  & \quad \vdots \\
  v_1 + v_2 m_1 + v_3 m_1 m_2 + \cdots + v_n m_1 m_2 \cdots m_{n-1} & = u_n \pmod{m_n}.
\end{align*}
\]

We represent the above linear system of equations in matrix notation as

\[
\begin{bmatrix}
  1 & 0 & 0 & 0 & \cdots & 0 \\
  1 & m_1 & 0 & 0 & \cdots & 0 \\
  1 & m_1 & m_1 m_2 & 0 & \cdots & 0 \\
  \vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\
  1 & m_1 & m_1 m_2 & m_1 m_2 m_3 & \cdots & m_1 m_2 m_3 \cdots m_{n-1}
\end{bmatrix}
\begin{bmatrix}
  v_1 \\
  v_2 \\
  v_3 \\
  \vdots \\
  v_n
\end{bmatrix}
= \begin{bmatrix}
  u_1 \\
  u_2 \\
  u_3 \\
  \vdots \\
  u_n
\end{bmatrix} \pmod{\begin{bmatrix}
  m_1 \\
  m_2 \\
  m_3 \\
  \vdots \\
  m_n
\end{bmatrix}},
\]

or more compactly,

\[ Mv = u \pmod{m}. \quad (2) \]

This system is solved by applying Garner's algorithm to the integers \( u_1, u_2, \ldots, u_n \) using the moduli set \( m_1, m_2, \ldots, m_n \). Taking

\[ n = k_1 + k_2 + \cdots + k_q, \]

we define the quantities \( l_i \) as

\[ l_i = k_1 + k_2 + \cdots + k_i, \quad \text{for } 1 \leq i \leq q \text{ and } l_0 = 0. \]

The moduli set \( M \) is partitioned into \( q \) disjoint subsets \( M_i \), where the cardinality of \( M_i \) is equal to \( k_i \), such that the product of the moduli in each subset \( M_i \) is less than \( W \), for \( 1 \leq i \leq q \), i.e.,

\[ M_i = \{m_{i-1+1}, m_{i-1+2}, \ldots, m_i\}, \]

with

\[ \mu_i = m_{i-1+1} \cdots m_{i-1+2} \cdots m_i < W, \]

for \( 1 \leq i \leq q \). Equivalently, the matrix \( M \) is partitioned into \( k_1 \times k_j \)-dimension matrices \( M_{ij} \) for \( 1 \leq j \leq i \leq q \), and vectors \( v, u \) and \( m \) into \( k_i \)-dimension vectors \( v_i, u_i, m_i \), for \( 1 \leq i \leq q \). Thus, we write (2) as

\[
\begin{bmatrix}
  M_{11} & 0 & 0 & \cdots & 0 \\
  M_{21} & M_{22} & 0 & \cdots & 0 \\
  M_{31} & M_{32} & M_{33} & \cdots & 0 \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  M_{q1} & M_{q2} & M_{q3} & \cdots & M_{qq}
\end{bmatrix}
\begin{bmatrix}
  v_1 \\
  v_2 \\
  v_3 \\
  \vdots \\
  v_q
\end{bmatrix}
= \begin{bmatrix}
  u_1 \\
  u_2 \\
  u_3 \\
  \vdots \\
  u_q
\end{bmatrix} \pmod{\begin{bmatrix}
  m_1 \\
  m_2 \\
  m_3 \\
  \vdots \\
  m_q
\end{bmatrix}}, \quad (3)
\]

where the matrices \( M_{ij} \) are lower-triangular and the zero matrices are of the same dimension as the \( M_{ij} \) matrices. This partitioning of the problem yields an algorithm which solves (2) by applying forward block-substitution to the linear congruent system (3), i.e., we first solve

\[ M_{11} v_1 = u_1 \pmod{m_1} \]
using the procedure \textsc{Garnet}, and then update the values of $u_i$, for $2 \leq i \leq q$, using
\[
u_i' = u_i - M_{21} v_1 \pmod{m_i}.
\]
The matrix $M_{21}$ consists of $k_2$ copies of the row vector
\[
[\begin{array}{cccc}
1 & m_1 & m_2 & \cdots & m_1 m_2 \cdots m_{k_1-1}
\end{array}],
\]
thus, the matrix operation $M_{21} v_1$ requires the computation of
\[
s_1 = v_1 + v_2 m_1 + \cdots + v_{k_1} m_1 m_2 \cdots m_{k_1-1}.
\]
Since all $v_i, m_i < W$, for $1 \leq i \leq k_1$, and the maximum value $s_1$ can attain is
\[(m_1 - 1) + m_1 (m_2 - 1) + \cdots + m_1 m_2 \cdots m_{k_1-1} (m_{k_1} - 1) = m_1 m_2 m_3 \cdots m_{k_1} - 1 < W,
\]
the computation of $s_1$ requires single-precision arithmetic. We then compute the new values of $u_i$ for $2 \leq i \leq q$, or equivalently, compute $u_i'$ for $k_1 + 1 \leq i \leq n$, using
\[
u_i' = u_i - s_1 \pmod{m_i}.
\]
The next step is to compute $v_2$ by solving
\[M_{22} v_2 = u_2' \pmod{m_1}.
\]
This requires some initial processing which further updates $u_i$, for $k_1 + 1 \leq i \leq n$. We then apply the procedure \textsc{Garnet} to solve for $v_2$. The improved Garnet Algorithm given below computes all $v_i$, for $1 \leq i \leq q$.

**PROCEDURE IMPROVED GARNET** $(u_i, m_i; 1 \leq i \leq n)$

FOR $i = 1$ TO $q$ DO

BEGIN

1: $(v_j; l_{i-1} + 1 \leq j \leq l_i) = \textsc{Garnet}(u_j, m_j; l_{i-1} + 1 \leq j \leq l_i)$

2: $s_i = v_{l_{i-1}+1} + v_{l_{i-1}+2} \cdot m_{l_{i-1}+1} + \cdots + v_{l_i} \cdot m_{l_{i-1}+1} \cdot m_{l_{i-1}+2} \cdots m_{l_i-1}$

FOR $j = l_i + 1$ TO $n$ DO

BEGIN

3: $u_j = u_j - s_i \pmod{m_j}$

END FOR

4: $t_i = m_{l_i-1+1} \cdot m_{l_i-1+2} \cdots m_{l_i}$

FOR $j = l_i + 1$ TO $n$ DO

BEGIN

5.1: $t_{ij} = \textsc{Inverse}(t_i, m_j)$

5.2: $u_j = t_{ij} u_j \pmod{m_j}$

END FOR

END FOR

END PROCEDURE

**Theorem 2.** When there is a partitioning of the moduli set $M$ into disjoint subsets $M_i$, such that the cardinality of $M_i$ is $k_i$, and the product of the moduli in each $M_i$ is less than $W$, for $1 \leq i \leq q$, then the improved Garnet Algorithm requires
\[
O(k_1^2 + k_2^2 + \cdots + k_q^2 + n q)
\]
arithmetic steps to compute the multiplied differences $v_i$, for $1 \leq i \leq n$. Furthermore, the minimum number of arithmetic operations required by the improved Garnet Algorithm is found as $O(n^{1.5})$, which is realized when $k = k_i$, for $1 \leq i \leq q$ and $k = q = \sqrt{n}$. 

Proof. In Step 1, the call to the procedure Garner occurs \( q \) times for \( i = 1, 2, \ldots, q \), where at instance \( i \), a problem of size \( k_i \) is solved. The variables involved in the computation of \( v_i \) are all single-precision numbers. It follows from Theorem 1, that this step requires \( O(k_i^2) \) arithmetic steps for a particular value of \( i \).

In Step 2, we find \( s_i \) by applying Horner's algorithm to the multiplied differences computed in Step 1 and the moduli from the set \( \mathcal{M}_i \). The maximum value \( s_i \) can attain is less than \( W \), i.e., \( s_i \) is a single-precision number. Since all input variables and the temporary values resulting from the application of Horner's algorithm are in single-precision, this step requires only \( O(k_i) \) arithmetic operations.

In Step 3, the \( j \) loop is executed \( n - l_i \) times for a particular value of \( i \), where at each step a single-precision subtraction (followed by a correction to bring the result back to the desired range) is performed. Thus in Step 3, \( O(1)(n - l_i) \) arithmetic operations are performed. Since we have \( n - l_i = k_{i+1} + k_{i+2} + \cdots + k_q \), the number of arithmetic operations becomes

\[
O(1) \sum_{j=i+1}^{q} k_j. \tag{4}
\]

In Step 4, the product of all moduli in the subset \( \mathcal{M}_i \) can be found by performing \( k_i - 1 \) single-precision multiplications.

In Step 5, similar to Step 3, we execute the FOR loop for \( n - l_i \) times where at each step \( O(1) \) operations are performed, namely an INVERSE operation and a multiplication involving single-precision integers. Thus the number of arithmetic steps required by Step 5 is also given by (4).

For \( 1 \leq i \leq n \), we sum the number of arithmetic operations at each step and find the total number of arithmetic operations required by the improved Garner Algorithm as

\[
T = \sum_{i=1}^{q} \left[ O(k_i^2) + O(k_i) + O(1) \sum_{j=i+1}^{q} k_j \right] = O \left( \sum_{i=1}^{q} k_i^2 + \sum_{i=1}^{q} k_i + \sum_{i=1}^{q} \sum_{j=i+1}^{q} k_j \right) = O \left( \sum_{i=1}^{q} k_i^2 + q \sum_{i=1}^{q} k_i \right) = O(k_1^2 + k_2^2 + \cdots + k_q^2 + n q).
\]

Expression \( k_1^2 + k_2^2 + \cdots + k_q^2 \) takes its minimum value when \( k_i = k \), for \( 1 \leq i \leq q \). Since we have \( k_1 + k_2 + \cdots + k_q = n \), it follows that \( k q = n \). The number of arithmetic operations required by the IMPROVED Garner procedure, then becomes

\[
T(q) = O \left( \left( \frac{n}{q} \right)^2 q + n q \right) = O \left( \frac{n^2}{q} + n q \right).
\]

The minimum value of \( T(q) \) is found by solving the equation

\[
\frac{d}{dq} T(q) = -\frac{n^2}{q^2} + n = 0,
\]

which gives the optimum value of \( q^* = \sqrt{n} \). Thus, the minimum number of arithmetic operations required by the improved Garner Algorithm is found as \( O(\frac{n^2}{\sqrt{n}} + n \sqrt{n}) = O(n^{1.5}) \).

The single-radix representation \( u \) of the residue number \( (u_1, u_2, \ldots, u_n) \) can also be computed if the temporary values \( s_i, t_i \), for \( 1 \leq i \leq q \), in the procedure IMPROVED Garner are saved. We compute \( u \) with

\[
u = s_1 + s_2 t_1 + s_3 t_1 t_2 + \cdots + s_q t_1 t_2 \cdots t_{q-1},
\]

which requires multiple-precision integer arithmetic. The application of Horner's algorithm using multiple-precision arithmetic requires \( O(q^2) \) arithmetic steps to compute the single-radix representation of \( u \) [8]. If \( q = \sqrt{n} \), then this computation takes only \( O(q^2) = O(n) \) arithmetic steps. When the improved Garner Algorithm is used to compute the single-radix representation of \( u \), the number of arithmetic operations required is dominated by \( O(n^{1.5}) \) under the assumptions of Theorem 2.
4. EXAMPLES AND EXPERIMENTAL RESULTS

In this section, we give some partitioning examples and briefly summarize our experiments performed on a Digital VAX station 3500 running the Ultrix operating system. Our computer is capable of operating on 32-bit signed integers, thus $W = 2^{31} - 1 = 2,147,483,647$, since one bit (the most significant bit) is reserved for the sign. Taking the moduli set as the first 16 prime numbers, i.e., $\mathcal{M} = \{2, 3, 5, 7, 11, 13, 17, 19, 23, 29, 31, 37, 41, 43, 47, 53\}$, the partitionings for the values of $q = 3, 4, 5$ are described below. When $\mathcal{M}$ is partitioned into two sets, the product of the moduli in at least one of the subsets exceeds $W$; thus, the case $q = 2$ is not feasible.

Partition $q = 3$:

\[ \mathcal{M}_1 = \{7, 11, 29, 31, 53\}, \quad k_1 = 5, \quad \mu_1 = 7 \cdot 11 \cdot 29 \cdot 31 \cdot 53 = 3,668,819; \]
\[ \mathcal{M}_2 = \{5, 13, 23, 37, 47\}, \quad k_2 = 5, \quad \mu_2 = 5 \cdot 13 \cdot 23 \cdot 37 \cdot 47 = 2,599,805; \]
\[ \mathcal{M}_3 = \{2, 3, 17, 19, 41, 43\}, \quad k_3 = 6, \quad \mu_3 = 2 \cdot 3 \cdot 17 \cdot 19 \cdot 41 \cdot 43 = 3,416,694. \]

Partition $q = 4$:

\[ \mathcal{M}_1 = \{2, 19, 23, 53\}, \quad k_1 = 4, \quad \mu_1 = 46,322; \]
\[ \mathcal{M}_2 = \{3, 17, 29, 47\}, \quad k_2 = 4, \quad \mu_2 = 69,513; \]
\[ \mathcal{M}_3 = \{5, 13, 31, 43\}, \quad k_3 = 4, \quad \mu_3 = 86,645; \]
\[ \mathcal{M}_4 = \{7, 11, 37, 41\}, \quad k_4 = 4, \quad \mu_4 = 116,809. \]

Partition $q = 5$:

\[ \mathcal{M}_1 = \{13, 17, 53\}, \quad k_1 = 3, \quad \mu_1 = 11,713; \]
\[ \mathcal{M}_2 = \{11, 19, 47\}, \quad k_2 = 3, \quad \mu_2 = 9,823; \]
\[ \mathcal{M}_3 = \{7, 23, 43\}, \quad k_3 = 3, \quad \mu_3 = 6,923; \]
\[ \mathcal{M}_4 = \{5, 29, 41\}, \quad k_4 = 3, \quad \mu_4 = 5,945; \]
\[ \mathcal{M}_5 = \{2, 3, 31, 37\}, \quad k_5 = 4, \quad \mu_5 = 6,882. \]

According to Theorem 2, when a nontrivial partitioning exists, the improved Garner Algorithm requires fewer number of arithmetic operations and, thus, less time than Garner Algorithm. Additionally, when the set $\mathcal{M}$ can be partitioned for $q$ very close to $\sqrt{n}$, the improved Garner Algorithm requires the least amount of time. This observation was confirmed using several different values of $n$ and $q$. Table 1 shows the timing results for $n = 16, 25$ and $q = 3, 4, 5, 6, 7, 8$. The procedures GARNER and IMPROVED GARNER were implemented in C language. The programs were executed to compute the mixed-radix coefficients of randomly selected residues with respect to the above moduli, and the total CPU time was measured using the built-in C routine clock(). The values shown in Table 1 are the average times (in milliseconds) taken by the Garner and improved Garner procedures.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$q = 3$</th>
<th>$q = 4$</th>
<th>$q = 5$</th>
<th>$q = 6$</th>
<th>$q = 7$</th>
<th>$q = 8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>5.04</td>
<td>5.12</td>
<td>5.50</td>
<td>5.66</td>
<td>6.46</td>
<td>7.51</td>
</tr>
<tr>
<td>25</td>
<td>11.00</td>
<td>10.02</td>
<td>10.47</td>
<td>11.40</td>
<td>12.79</td>
<td>14.45</td>
</tr>
</tbody>
</table>

Table 1. Timing results.

5. CONCLUSIONS

We have shown that when a partitioning of the moduli set $\mathcal{M}$ into disjoint subsets $\mathcal{M}_i$, for $1 \leq i \leq q$, exists, such that

1. the cardinality of each $\mathcal{M}_i$ is $k_i = k$,
2. the product of the moduli in each subset $M_i$ is less than $W$, the largest number representable by the computer, and

3. $k = q = \sqrt{n},$

then the improved Garner Algorithm computes the multiplied differences using $O(n^{1.5})$ arithmetic operations. Furthermore, the single-radix representation of the number $u$ can also be computed by the application of Horner's algorithm in multiple-precision arithmetic using another $O(n)$ arithmetic steps. When the moduli set partitions trivially, i.e., each $M_i$ contains exactly one modulus because the product of any two moduli is larger than $W$, then the number of arithmetic operations required by the improved Garner Algorithm becomes $O(n^2)$. Thus, a practical implementation will have the running time as $O(n^2)$, where $1.5 \leq \alpha \leq 2$. Our implementation has indicated that a significant speedup can be obtained even for small values of $n$. For example, when $n = 25$ and $q = 5$, the improved Garner Algorithm is 2.41 times faster than the Garner Algorithm.

Several implementations of Garner Algorithm are given in the literature (see [1]). These implementations are mostly hardware oriented, and use table lookup techniques and, thus, put a priori restrictions on the size and cardinality of the moduli. The new algorithm described in this paper does not have such restrictions; other than the fact that the running time of the algorithm may exceed $O(n^{1.5})$.

The partitioning of an arbitrary moduli set for a large value of $n$ may be complicated, since it is related to the set partitioning problem which is NP-complete (see Problem SP12 in [13, p. 223]). However, a simple strategy can be given for small values of $n$ and $m_i$, for $1 \leq i \leq n$. The strategy explained below is used to produce the partitioning examples described in Section 4.

Given $m_1 < m_2 < \cdots < m_n$, we produce a table of dimension $q \times \lfloor n/q \rfloor$. We place the moduli $m_n, m_{n-1}, \ldots, m_{n-q+1}$ to the first column of the table starting from the first row. The second column is filled with $m_{n-q}, m_{n-q-1}, \ldots, m_{n-2q+1}$ (in that order) starting from the $q^{th}$ row, and so on. In the end, the $i^{th}$ row of the table contains the elements of the set $M_i$, for $1 \leq i \leq q$. For example, Partition $q = 5$ in Section 4 was produced as follows: Taking $n = 16$ and $q = 5$, we find $\lfloor n/q \rfloor = 4$, and thus obtain the sets $M_i$, for $1 \leq i \leq 4$, as

```
<table>
<thead>
<tr>
<th>M1</th>
<th>m10</th>
<th>m13</th>
</tr>
</thead>
<tbody>
<tr>
<td>M2</td>
<td>m15</td>
<td>m12</td>
</tr>
<tr>
<td>M3</td>
<td>m11</td>
<td>m17</td>
</tr>
<tr>
<td>M4</td>
<td>m18</td>
<td>m14</td>
</tr>
<tr>
<td>M5</td>
<td>m16</td>
<td>m15</td>
</tr>
</tbody>
</table>
```

We note that an earlier version of this paper is found in [14]. Also systolic implementations of the Garner Algorithm can be found in [15], where a partitioning strategy, similar to the one presented in this paper, was introduced to solve a mixed-radix conversion problem on an undersized systolic array.
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